INTERNAL STRUCTURES, PHASE FIELD AND BALANCE LAWS IN CONTINUUM MECHANICS

VALERIA BERTI a and MAURO FABRIZIO a*

ABSTRACT. A brief review of some models of phase transitions within the continuum mechanics is presented. A special study is directed to the phenomena of superconductivity, ferromagnetism, shape memory alloys and the behavior of a binary mixture using Cahn-Hilliard equation.
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1. Introduction

The modelling of material behavior is based on the introduction of a set of quantities, called state variables, whose variations describe the evolution of the material. The choice of such variables depends on the complexity of the model we are concerned with. Classically, in continuum mechanics the set of state variables includes the deformation, the temperature, the mass density of the material. But when we are interested in modelling the changes of the internal structure occurring inside the system, e.g. when phenomena of phase transitions or phase separations are involved, other quantities, often called internal variables, are added. The evolution of the internal variables results from microscopic motions, namely it is obtained by a balance law on the micro-forces related to the internal order structure of the materials. Microscopic movements are responsible for the phase transition at the macroscopic level.

The common behavior shown during every phase transition is due to a change of the order in the internal structure that the two phases exhibit. In most of the situations (for instance ice-water transition, ferromagnetism, superconductivity, liquid crystals, etc.) the change of the order is associated to a symmetry breaking. To describe quantitatively the variations in the internal structure of the material during the phase transition, Landau’s theory introduces a quantity, called the order parameter, which is zero in the symmetrical phase and takes non-zero values in the unsymmetrical phase. Any non-zero value of the order parameter, however small, is related to a lowering of the symmetry. In a great deal of applications the order parameter is identified by a scalar variable, but it can be vector valued or even tensor valued in some special cases. For instance in ice-water transitions the order parameter is chosen as the concentration of the solid phase [4], [9]. In ferromagnetism, it
can be identified with the magnetization vector \([2]\), while in some models of liquid crystals it is the macroscopic average of the dielectric tensor \([13]\).

At a macroscopic scale, two different phases are separated by a sharp interface, so that the order parameter is a piecewise constant function. This point of view leads to the free-boundary problems, also called Stefan problems, where the behavior of the material is described by the evolution of the phase interface. However these models are not easily tractable from a numerical point of view. A different approach is the study of phase-field models that provide a regularized version of Stefan problems. The basic idea lies on the level of the mesoscopic scale and consists in distinguishing the different phases by means of a scalar variable \(\varphi\) (phase-field) and in considering the interface as a thin tridimensional layer, rather than a sharp surface. Unlike the Stefan problem, where the phase field exhibits a jump across the interface, in the diffuse interface models it changes smoothly on the transition layer. Usually, the phase field takes its values in a bounded real interval \([0, 1]\) or \([-1, 1]\) and its gradient \(\nabla \varphi\) is different from zero in a thin region, near the interface.

The description of the phase dynamics by means of diffuse interfaces with a small, but positive, thickness were already used by van der Waals, Ginzburg and Landau [17], Cahn and Hilliard [8].

There are many physical systems where we may observe a change in the internal structure of the material. We recall, for instance, the solid-liquid-vapor transitions, the transitions to the superconducting or superfluid or ferromagnetic state and the phase transitions occurring in shape memory alloys or liquid crystals. These phenomena are often induced and controlled by the temperature, but also other agents can influence the internal state of a material e.g. electro-magnetic fields, stress, pressure.

Another kind of phenomenon that modifies the internal structure of a material is phase separation. Let us consider a fluid mixture of two species, constituting a homogeneous phase at high temperature. If the temperature is lowered under a critical temperature, the homogeneous state becomes unstable and the two components can separate into distinct regions with different concentration of the two species. In mixtures of immiscible fluids the transition is characterized by the merging and reconnecting of the interfaces between the fluid constituents. At the end of 50’s, Cahn and Hilliard [8] proposed a model to describe the evolution of a binary fluid mixture which undergoes spontaneous demixing after a sudden drop in temperature. The basic assumption is that the transition from the homogeneous phase to the non-homogeneous one is a continuous phenomenon occurring in a thin layer which is identified with the interface. Diffusion and motion of the mixture occur in the layer and the state of mixture is described by an additional field, identified with an order parameter \(\varphi\). As it is usual in phase-field models, the order parameter is related to the concentration of one constituent of the mixture that should be understood as either the mass fraction or the volume fraction. Since the concentration satisfies the physical bounds \(0 \leq \varphi(x, t) \leq 1\), the order parameter should be bounded. Moreover if \(\varphi\) is the concentration of one component, then the concentration of the second component is \(1 - \varphi\). Thus the evolution of the composition of the mixture is ruled by a single scalar equation.
2. Phase field and balance laws

In order to describe the balance law related with the change of the internal order structure described by the phase field (see [10], [14], [15]), we begin to consider the domain $\Omega \subset \mathbb{R}^3$ occupied by the material. For any subdomain $S \subset \Omega$, we denote by $S^i(S)$ the rate at which the order of the structure is absorbed by the material per unit time, given by

$$S^i(S) = \int_S \rho k dv,$$

where $\rho$ is the mass density and $k$ will be called the internal specific structure order. The external order of the structure $S^e(S)$ is defined as

$$S^e(S) = \int_{\partial S} \mathbf{p} \cdot \mathbf{n} ds + \int_S \rho \delta dv,$$

where $\mathbf{p}$ and $\delta$ denote respectively the flux across the boundary $\partial S$ and the external supply of the order of the structure.

Representation (2) means that $S^e(S)$ is given by the sum of the external order of the structure coming form the boundary $\partial S$ and a contribution due to external sources.

The balance of the order of the structure inside $\Omega$ requires that $S^i(S) = S^e(S)$, for every $S \subset \Omega$, so that it is expressed by the equality

$$\int_S \rho k dv = \int_{\partial S} \mathbf{p} \cdot \mathbf{n} ds + \int_S \rho \delta dv, \quad \forall S \subset \Omega. \quad (3)$$

The arbitrariness of $S$ and the divergence theorem lead to the local formulation

$$\rho k = \nabla \cdot \mathbf{p} + \rho \delta. \quad (4)$$

In modelling phase transition phenomena, the external supply $\delta$ is usually supposed to vanish. In addition, we suppose that $\rho = 1$, so that the latter equation reads

$$k = \nabla \cdot \mathbf{p}. \quad (5)$$

Now it is worth noting that the class of transitions can be divided into two parts: phase transitions with conserved order parameter and phase transitions with non-conserved order parameter. Examples of the former kind are the transitions occurring in a binary alloy, where the order parameter is related to the density of one component. Clearly, the two components keep their masses unchanged even during the transition. This is the reason of the term "conserved-order parameter".

Instead most of the transitions that we consider are characterized by a non-conserved order parameter. For instance, in ice-water transitions, the order parameter, identified with the water density, is not conserved, since the whole solid component can melt to the liquid component or vice versa, according to the value of the temperature.

It is easy to observe that in the conservative case the function $k$, appearing in the balance equation (5), is proportional to the time derivative of the order parameter $\varphi$, namely

$$k = \tau \frac{d}{dt} \varphi,$$

where $\tau$ is a positive constant.
This is not the case in the non-conservative assumption, where $k$ has a more involved expression. For instance, in the study of the phase transitions, we have
\[ k = \tau \frac{d}{dt} \varphi + \lambda_0 F'(\varphi) + \lambda G'(\varphi), \] where $F$ and $G$ are two suitable functions, while $\kappa, \lambda_0 > 0$ are constant and $\lambda$ is a parameter ruling the transition. Moreover, as usual in phase transitions, we choose
\[ p = \frac{1}{\kappa^2} \nabla \varphi. \]
Hence balance law (5) reads
\[ \tau \varphi_t = \frac{1}{\kappa^2} \Delta \varphi - \lambda_0 F'(\varphi) - \lambda G'(\varphi). \] (7)
In the remainder of this section we will consider only phase transitions induced only by temperature. Accordingly the coefficients $\lambda_0$ and $\lambda$ are defined as the transition temperature $\theta_0$ and the absolute temperature $\theta$.

The temperature is an example of a non-conservative state variable. Its evolution equation is deduced from the study of heat balance law, written in the local form as
\[ h = -\nabla \cdot q + r, \] (8)
where $h$ is the rate at which heat is absorbed, $q$ is the heat flux vector and $r$ is the heat supply. Moreover, in view of the first law of thermodynamics
\[ e_t = \mathcal{P}^i + h, \]
where $e$ is the internal energy and $\mathcal{P}^i$ denotes the internal action power, by (8) we obtain the relation
\[ e_t = \mathcal{P}^i - \nabla \cdot q + r. \] (9)
Moreover we neglect the internal mechanical power due to macroscopic movements and assume that $\mathcal{P}^i$ is the internal structure order power, defined as
\[ \mathcal{P}^i = \tau \varphi_t^2 + \theta_0 \partial_t F(\varphi) + \theta \partial_t G(\varphi) + \frac{1}{2\kappa^2} \partial_t (|\nabla \varphi|^2), \] (10)
where $\theta_c$ is the transition temperature. Therefore equation (9) reads
\[ \partial_t \left[ e - \theta_0 F(\varphi) - \frac{1}{2\kappa^2} |\nabla \varphi|^2 \right] - \theta \partial_t G(\varphi) - \tau \varphi_t^2 = -\nabla \cdot q + r. \] (11)
The constitutive law for the heat flux is usually given by the Fourier law
\[ q = -k(\theta) \nabla \theta, \] (12)
where $k(\theta)$ is the thermal conductivity. Therefore equation (11) can be written as
\[ \partial_t \left[ e - \theta_0 F(\varphi) - \frac{1}{2\kappa^2} |\nabla \varphi|^2 \right] - \theta \partial_t G(\varphi) - \varphi_t^2 = k(\theta) \Delta \theta + k'^2 + r. \] (13)

Now, we prove that this model is compatible with the second law of thermodynamics, expressed in terms of the Clausius-Duhem inequality [6],[7],[11],[14]
\[ \eta_t \geq -\nabla \cdot \left( \frac{q}{\theta} \right) + \frac{r}{\theta}. \] (14)
where $\eta$ is the entropy. Relations (9) and (14) imply
\begin{equation}
\theta \eta_t \geq e_t - P^i + \frac{1}{\theta} q \cdot \nabla \theta.
\end{equation}

By introducing the free energy $\psi = e - \theta \eta$, in view of the representation (10), we have
\begin{equation}
\psi_t + \theta \eta_t - \tau \varphi_t^2 - [\theta_0 F'(\varphi) + \theta G'(\varphi)] \varphi_t - \frac{1}{\kappa^2} \nabla \varphi \cdot \nabla \varphi_t + \frac{1}{\theta} q \cdot \nabla \theta \leq 0.
\end{equation}

Finally, from (12) we obtain the inequality
\begin{equation}
\psi_t \leq -\theta \eta_t + \frac{1}{\kappa^2} \nabla \varphi \cdot \nabla \varphi_t + \left[ \theta_0 F'(\varphi) + \theta G'(\varphi) \right] \varphi_t - \frac{1}{\kappa^2} \nabla \varphi \cdot \nabla \varphi_t + \frac{k(\theta)}{\theta^2} |\nabla \theta|^2.
\end{equation}

3. Phenomena of phase transitions

3.1. Superconductivity. Superconductivity is one of the first phenomena studied by means of the Ginzburg-Landau theory of phase transitions [17]. In its original formulation, proposed by Gor'kov and Eliashberg in [16], the time-dependent Ginzburg-Landau model describes the behavior of a superconducting material kept at constant temperature, near the transition temperature. This model identifies the state of a superconductor by means of the variables $(\Psi, A, \phi)$, where $\Psi$ is a complex order parameter, whose squared modulus represents the number density of the superconducting electrons, $A$ and $\phi$ are the magnetic and the electric potentials related to the electromagnetic field by
\begin{equation}
\nabla \times A = -\mu H, \quad E = A_t - \nabla \phi.
\end{equation}
The behavior of the material is ruled by the following system, written for simplicity in a non-dimensional form ([21])

\[ \tau (\Psi_t - i\kappa \phi \Psi) + \left( \frac{i}{\kappa} \nabla + A \right)^2 \Psi + (|\Psi|^2 - 1) \Psi = 0 \] (23)

\[ A_t - \nabla \phi + \nabla \times \nabla \times A + \frac{i}{2\kappa} (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*) + |\Psi|^2 A = 0, \] (24)

where \( \Psi^* \) denotes the complex conjugate of \( \Psi \).

It is also possible to rewrite this system (see [3]), by means of observable variables, with a more evident physical meaning, by introducing the triplet \((\varphi, p_s, \phi_s)\) where \( \varphi^2 = |\Psi|^2 \), \( p_s \) is identified with the velocity of the superconducting electrons and \( \phi_s \) is a scalar function related to the electric charge density of the system. Then, the Ginzburg-Landau equations are

\[ \tau \varphi_t - \frac{1}{\kappa^2} \Delta \varphi + (\varphi^2 - 1) \varphi + \varphi |p_s|^2 = 0 \] (25)

\[ \tau \kappa^2 \varphi \phi_s + \varphi \nabla \cdot p_s + 2 \nabla \varphi \cdot p_s = 0 \] (26)

\[ \partial_t p_s + \nabla \phi_s + \nabla \times \nabla \times p_s + \varphi^2 p_s = 0. \] (27)

The variables \( \varphi, p_s \) and \( \phi_s \) are related to the original variables \( \Psi, A \) and \( \phi \) by the decomposition

\[ \varphi = \Psi e^{-i\kappa \chi} \] (28)

\[ p_s = A - \nabla \chi \] (29)

\[ \phi_s = -\phi + \chi_t, \] (30)

where \( \chi \) is an arbitrary scalar function.

The Ginzburg-Landau theory describes the behavior of a superconductor kept at a constant temperature in a neighborhood of the transition temperature. In order to consider thermal effects, we include the temperature as a new state variable. Accordingly, we consider the temperature dependence of the coefficients \( \alpha \) and \( \beta \) in the expansion of the free energy density

\[ \psi = -\alpha(\theta)|\varphi|^2 + \frac{1}{2} \beta(\theta)|\varphi|^4 + \frac{1}{2\mu} |\nabla \times A|^2 + \frac{1}{2m} |(ih \nabla + qA)|^2. \]

In particular, we will consider a linear approximation of \( \alpha(\theta) \) in a neighborhood of the transition temperature and suppose the coefficient \( \beta \) independent of the temperature, namely

\[ \alpha(\theta) = \alpha_0 (\theta_0 - \theta), \quad \beta(\theta) = \beta_0, \]

with \( \alpha_0 > 0, \beta_0 > 0 \).

By means of dimensionless variables we obtain the evolution equations [1]

\[ \tau (\Psi_t - i\kappa \phi \Psi) + \left( \frac{i}{\kappa} \nabla + A \right)^2 \Psi + \theta_0 (|\Psi|^2 - 1) \Psi + \theta \Psi = 0, \] (31)

\[ A_t - \nabla \phi + \nabla \times \nabla \times A - \frac{i}{2\kappa} (\Psi \nabla \Psi^* - \Psi^* \nabla \Psi) + |\Psi|^2 A = 0. \] (32)
Equations (31)-(32) can be written by introducing the observable variables $\varphi$, $p_s$, $\phi_s$ as

$$
\tau \varphi_t - \frac{1}{\kappa^2} \Delta \varphi + \theta_0 (\varphi^2 - 1) \varphi + (\theta + |p_s|^2) \varphi = 0 \quad (33)
$$

$$
\tau \kappa^2 \varphi^2 \phi_s + \nabla \cdot (\varphi^2 p_s) = 0 \quad (34)
$$

$$
\partial_t p_s + \nabla \phi_s + \nabla \times \nabla \times p_s + \varphi^2 p_s = 0. \quad (35)
$$

We notice that when the magnetic effects are neglected, equation (33) reduces to

$$
\tau \varphi_t - \frac{1}{\kappa^2} \Delta \varphi + \theta_0 (\varphi^2 - 1) + \theta \varphi = 0,
$$

which coincides with (7), with

$$
F(\varphi) = \frac{1}{4} \varphi^4 - \frac{1}{2} \varphi^2 \quad \text{and} \quad G(\varphi) = \frac{1}{2} \varphi^2.
$$

With this assumption, the function $W = \theta_0 F + \theta G$ admits the minimum $\varphi = 0$ when $\theta \geq \theta_0$. Conversely, if $\theta < \theta_0$, the minimum is attained when

$$
\varphi^2 = \frac{\theta_0 - \theta}{\theta_0} \in (0, 1).
$$

Since $W$ represents the part of the free energy depending on the phase variable, the minimum $\varphi_m$ of the free energy is such that $\varphi_m \to 0$ continuously as $\theta \to \theta_0$, which is the typical situation occurring in second-order phase transitions. Indeed at the transition temperature the function $W$ admits only the minimum $\varphi = 0$ and from (22) we deduce that the latent heat vanishes.

### 3.2. Ferromagnetism

Maxwell’s equations rule the variations of the electromagnetic field inside $\Omega$

$$
\nabla \times \mathbf{E} = -\mathbf{B}_t, \quad \nabla \times \mathbf{H} = \mathbf{D}_t + \mathbf{J}, \quad (36)
$$

$$
\nabla \cdot \mathbf{B} = 0, \quad \nabla \cdot \mathbf{D} = \rho_e, \quad (37)
$$

where $\mathbf{E}$, $\mathbf{H}$, $\mathbf{D}$, $\mathbf{J}$, $\rho_e$ are respectively the electric field, the magnetic field, the electric displacement, the current density and the free charge density. We assume the electromagnetic isotropy of the material and the following constitutive equations

$$
\mathbf{D} = \varepsilon \mathbf{E}, \quad \mathbf{B} = \mu \mathbf{H} + \mathbf{M}, \quad \mathbf{J} = \sigma \mathbf{E}, \quad (38)
$$

where $\varepsilon$, $\mu$, $\sigma$ are respectively the dielectric constant, the magnetic permeability, the conductivity, and $\mathbf{M}$ is the magnetization vector. Moreover, as usual in ferromagnetic models, we will neglect the displacement current $\varepsilon \mathbf{E}_t$. Accordingly, from (36)-(38) we deduce

$$
\mu \mathbf{H}_t + \mathbf{M}_t = -\frac{1}{\sigma} \nabla \times \nabla \times \mathbf{H}, \quad \nabla \cdot (\mu \mathbf{H} + \mathbf{M}) = 0. \quad (39)
$$

In order to model the paramagnetic-ferromagnetic transition at the Curie temperature, we have to specify the law relating the variation of the magnetization to the magnetic field. Like other macroscopic models for phase transitions, this relation can be deduced by a balance law of the order inside the material. In particular, the order of the internal structure in a ferromagnetic material is due both to the position and to the direction of the magnetic spins. This leads to the choice of the magnetization vector as the variable which measures “amount of order” of the internal structure.
Two different approaches are allowed. A possible choice consists in identifying the order parameter of the transition with the components of the magnetization $M$. A different model ([12]) is based on the decomposition
\begin{equation}
M = \varphi \mathbf{m}, \quad \varphi \geq 0, \quad |\mathbf{m}| = 1.
\end{equation}

In the first case the phase transition is characterized by a vector valued order parameter and the balance law of internal order is written in the vectorial form
\begin{equation}
k = \nabla \cdot \mathbf{P}.
\end{equation}
where
\begin{align*}
k &= \tau M_t + \theta_0 F'(|M|) + \theta G'(|M|) - \mathbf{H}, \\
\mathbf{P} &= \frac{1}{\kappa^2} \nabla M.
\end{align*}

Since the paramagnetic-ferromagnetic transition is a typical second order phase transition, a possible choice of the functions $F, G$ is (see [10])
\begin{equation}
F(|M|) = \frac{1}{4} |M|^4 - \frac{1}{2} |M|^2, \quad G(|M|) = \frac{1}{2} |M|^2.
\end{equation}

It is worth noting that the dependence of $F, G$ on $|M|$ implies that these functions characterize the transition in isotropic ferromagnets, when the magnetization has no preferred direction at equilibrium.

Substitution of (42)-(44) into (41) leads to the Ginzburg-Landau equation
\begin{equation}
\tau M_t = \frac{1}{\kappa^2} \Delta M - \theta_0 (|M|^2 - 1) M - \theta M + \mathbf{H}.
\end{equation}

The model based on the decomposition (40), requires the introduction of two distinct evolution equations for the modulus $\varphi$ and the direction $\mathbf{m}$ of the magnetization. The variable $\varphi$, identified with the order parameter, can be interpreted as a phase field, and it satisfies the scalar Ginzburg-Landau equation
\begin{equation}
\tau \varphi_t = \frac{1}{\kappa^2} \Delta \varphi - \theta_0 F'(\varphi) - \theta G'(\varphi) + \mathbf{H} \cdot \mathbf{m}.
\end{equation}
Such equation can be deduced by a balance law on the internal structure, written in the local form as
\begin{equation}
k = \nabla \cdot \mathbf{p},
\end{equation}
where, like in the previous model
\begin{equation}
k = \tau \varphi_t + \theta_0 F'(\varphi) + \theta G'(\varphi) - \mathbf{H} \cdot \mathbf{m} \quad \mathbf{p} = \frac{1}{\kappa^2} \nabla \varphi.
\end{equation}

Equation (46) needs to be coupled with an evolution equation for the unit vector $\mathbf{m}$. For example, in the classical Landau-Lifshitz model [19], $\mathbf{m}$ satisfies
\begin{equation}
\mathbf{m}_t = -\tau \mathbf{m} \times \mathbf{H} - \lambda \mathbf{m} \times (\mathbf{m} \times \mathbf{H}), \quad \tau, \lambda > 0,
\end{equation}
where the term $-\tau \mathbf{m} \times \mathbf{H}$ allows to explain the precession of $\mathbf{m}$ around $\mathbf{H}$, and $-\lambda \mathbf{m} \times (\mathbf{m} \times \mathbf{H})$ accounts for dissipation.

Henceforth, we consider the model based on equations (39), (45). Similar arguments can be used to deal with the case described by (39), (46), (47).
In order to provide a coherent model able to include both thermal and electromagnetic effects, it is essential to deduce the appropriate representation of the heat equation. We consider relation (9) and provide the representation of the internal power $\mathcal{P}^i$, that has to keep into account both the electromagnetic effects and the power due to the internal structure order of the material. Therefore the internal power is given by the sum

$$\mathcal{P}^i = \mathcal{P}^i_{el} + \mathcal{P}^i_M.$$  

The electromagnetic power $\mathcal{P}^i_{el}$ is defined as

$$\mathcal{P}^i_{el} = \mathbf{D}_t \cdot \mathbf{E} + \mathbf{B}_t \cdot \mathbf{H} + \mathbf{J} \cdot \mathbf{E} = \varepsilon \mathbf{E}_t \cdot \mathbf{E} + \mu \mathbf{H}_t \cdot \mathbf{H} + \mathbf{M}_t \cdot \mathbf{H} + \sigma |\mathbf{E}|^2.$$  

The representation of the internal power $\mathcal{P}^i_M$, is obtained by multiplying (41) by $\mathbf{M}_t$, i.e.

$$k \cdot \mathbf{M}_t + \frac{1}{\kappa^2} \nabla \mathbf{M} \cdot \nabla \mathbf{M}_t = \frac{1}{\kappa^2} \nabla \cdot (\nabla \mathbf{M}^T \mathbf{M}_t),$$

where the superscript $T$ denotes the transpose of a tensor. The previous identity leads to the identification of the internal and external powers as

$$\mathcal{P}^i_M = k \cdot \mathbf{M}_t + \frac{1}{\kappa^2} \nabla \mathbf{M} \cdot \nabla \mathbf{M}_t, \quad \mathcal{P}^e_M = \frac{1}{\kappa^2} \nabla \cdot (\nabla \mathbf{M}^T \mathbf{M}_t).$$

Therefore, (42) and (44) imply

$$\mathcal{P}^i_M = \tau |\mathbf{M}_t|^2 + \frac{1}{\kappa^2} \nabla \mathbf{M} \cdot \nabla \mathbf{M}_t + \left[\theta_0 (|\mathbf{M}|^2 - 1)^2 + \theta |\mathbf{M}_t - \mathbf{H} \cdot \mathbf{M}_t\right].$$

Now, we choose the following constitutive equations for the internal energy and the heat flux

$$e = e_0(\theta) + \varepsilon \frac{1}{2} |\mathbf{E}|^2 + \frac{\mu}{2} |\mathbf{H}|^2 + \frac{\theta_0}{4} (|\mathbf{M}|^2 - 1)^2 + \frac{1}{2\kappa^2} |\nabla \mathbf{M}|^2$$

(50)

$$q = -k(\theta) \nabla \theta, \quad k(\theta) > 0.$$  

(51)

Substitution of (48)-(50) into (9) leads to the evolution equation for the temperature

$$e_0'(\theta) \theta_t - \sigma |\mathbf{E}|^2 - \tau |\mathbf{M}_t|^2 - \theta \mathbf{M} \cdot \mathbf{M}_t = \nabla \cdot (k(\theta) \nabla \theta) + r.$$  

(52)

The model here proposed is consistent with the second law of thermodynamics, written by means of the Clausius-Duhem inequality (14).

By introducing the entropy $\eta$ and the free energy $\psi = e - \theta \eta$

$$\eta = c(\theta) - G(|\mathbf{M}|) = c(\theta) - \frac{1}{2} |\mathbf{M}|^2,$$

(53)

$$\psi = \frac{\mu}{2} |\mathbf{H}|^2 + \frac{\varepsilon}{2} |\mathbf{E}|^2 + \frac{1}{2\kappa^2} |\nabla \mathbf{M}|^2 + \frac{\theta_0}{4} (|\mathbf{M}|^2 - 1)^2 + \frac{\theta}{2} |\mathbf{M}|^2 + C(\theta)$$

(54)

where $c(\theta) = C'(\theta)$ satisfies the equation

$$C(\theta) - \theta c(\theta) = e_0(\theta).$$

Substitution of constitutive relations into (15) provides the reduced inequality

$$-\frac{k(\theta)}{\theta} |\nabla \theta|^2 - \sigma |\mathbf{E}|^2 - \tau |\mathbf{M}_t|^2 \leq 0,$$

which holds along any process and proves the thermodynamical consistence of the model.
In order to specialize the differential equation describing the evolution of the temperature, we suppose that heat conductivity and specific heat depend on $\theta$ according the polynomial laws

$$k(\theta) = k_0 + k_1 \theta, \quad c_0(\theta) = c_1 \theta + \frac{c_2}{2} \theta^2,$$

where $k_0, k_1, c_1, c_2 > 0$.

In addition, we restrict our attention to processes for which the fields $E, M_t, \nabla \theta$ are small enough so that the quadratic terms $|E|^2, |M_t|^2, |\nabla \theta|^2$ are negligible with respect to other contributions in (52). After dividing by $\theta$, the energy balance (52) reduces to

$$c_1 \partial_t (\ln \theta) + c_2 \theta_t - M \cdot M_t = k_0 \Delta (\ln \theta) + k_1 \Delta \theta + \hat{r}$$

with $\hat{r} = r/\theta$.

### 3.3. Shape memory alloys.

Shape memory alloys are known materials whose peculiar properties such as shape memory effect and superelasticity are due to a structural phase transformation called martensitic phase transition. The high-temperature phase is called austenite ($A$), while the low temperature one is called martensite ($M$). The transition involves a change in symmetry since austenite is the more symmetric phase from a crystallographic point of view. The martensitic transformation can be driven by temperature or by stress, as it is shown by the phase diagram of a typical SMA. This fact along with the role of microstructures is ultimately responsible of the shape memory effect. Hysteresis effects are present both for the strain induced and the temperature-induced phase transformation. In particular, the strain-induced transition causes the characteristic stress-strain hysteresis loops of the superelastic behavior.

The model we propose is based on the Ginzburg-Landau approach to describe the martensitic phase transition, coupled with the classical equations of continuum mechanics, namely, the motion equation and the heat equation, through suitable constitutive relations. The Ginzburg-Landau free energy is chosen so as to reproduce the essential features of the phase diagram. Moreover, the order parameter, whose evolution equation is derived from such a free energy, satisfies a maximum principle, so that it is constrained to remain in its physically significant bounded interval, embracing the austenitic and the martensitic phases. We consider the special case in which, besides the austenite phase, only two martensitic variants $M_\pm$, with equal and opposite transformation strains $\pm \varepsilon_{tr}$, are present [5]. Moreover, both stress and deformation tensors are assumed to be proportional to $\varepsilon_{tr}$, namely

$$\sigma = \sigma \varepsilon_{tr}, \quad \varepsilon = \varepsilon \varepsilon_{tr}.$$  

A convenient phase field description is obtained by assigning the value $\varphi = 0$ to the order parameter in the austenitic phase and the values $\varphi = \pm 1$ in the martensitic variants $M_\pm$. Accordingly, the Ginzburg-Landau free energy density should have local minima at $\varphi = 0$ or at $\varphi = \pm 1$ for all values of stress and temperature. Indeed, the martensitic phase transition is a first order (that is discontinuous) one and the equilibrium states are defined by the minima of the free energy. In our model we consider the Gibbs free energy

$$\psi(\theta, \sigma, \varphi, \nabla \varphi) = C(\theta) - \frac{\lambda}{2} \sigma : \sigma + \frac{1}{2\kappa^2} |\nabla \varphi|^2 + \theta_0 F(\varphi) + (\hat{\theta} - \varepsilon_0 \sigma \text{sign}(\varphi)) G(\varphi),$$

(55)

where $\lambda, \varepsilon_0$ are positive constants and

$$\hat{\theta} = \max\{\alpha(\theta - \theta_A), \alpha(\theta_0 - \theta_A)\}, \quad \alpha > 0, \quad \theta_A > \theta_0.$$
The two potentials $F_0$ and $G$ are defined as

\[ F_0(x) = \frac{1}{6} x^6 - \frac{1}{2} x^4 + \frac{1}{2} x^2, \quad G(x) = \begin{cases} \frac{1}{4} & \text{if } |x| \geq 1 \\ -\frac{1}{4} x^4 + \frac{1}{2} x^2 & \text{if } |x| < 1 \end{cases} \]

We remark that the function

\[ W(x) = F_0(x) + uG(x), \]

has minima only at $x = 0$ or at $x = \pm 1$ for any value of the parameter $u \in \mathbb{R}$. More precisely if $u \geq 0$, $W$ has an (absolute) minimum in $x = 0$ and two inflection points in $x = \pm 1$. For $u \leq -1$ there are two absolute minima at $x = \pm 1$ and a relative maximum at $x = 0$. If $-1 < u < 0$ there are three relative minima located at $x = 0, \pm 1$.

At a high temperature the material exhibits pseudoelasticity which results in a large non-linear inelastic strain recoverable after mechanical unloading.

We propose a model based on the Ginzburg-Landau theory for phase transitions. Then, we need to postulate the Gibbs free energy $\psi$

\[ \psi = \psi_0(\theta) - \frac{1}{2} \sigma \cdot \lambda^{-1} \sigma + \frac{\kappa}{2} |\nabla \varphi|^2 + \theta_0 F(\varphi) + [\hat{\theta} - \varepsilon_0 |\sigma|] G(\varphi), \]

$\psi_0$: thermal part; $F, G$: potentials characterizing the phase transition; $\hat{\theta} = \max \{\theta, \theta_0\}$, $\lambda^{-1}$: fourth-order tensor; $\kappa, \theta_0, \varepsilon_0$ positive constants. The potentials $F$ and $G$ are defined as

\[ F(x) = \begin{cases} \frac{1}{4} \varphi^4 - \frac{1}{3} \varphi^3, & \text{if } \varphi \leq 0 \\ 0 & \text{if } 0 < \varphi < 1 \\ \frac{1}{12} & \text{if } \varphi \geq 1 \end{cases} \]

\[ G(\varphi) = \begin{cases} \frac{1}{4} \varphi^4 - \frac{2}{3} \varphi^3 + \frac{1}{2} \varphi^2, & \text{if } 0 < \varphi < 1 \\ \frac{1}{12} & \text{if } \varphi \geq 1 \end{cases} \]

Let

\[ W(\varphi, u) = F(\varphi) + uG(\varphi), \quad u = \frac{\hat{\theta} - \varepsilon_0 |\sigma|}{\theta_0} \]

The function $W(\varphi, u)$ has the following properties for different values of $u$.

Summing up the previous relations, we obtain the differential equations governing the evolution of the material

\[ \tau \dot{\varphi} = \kappa \Delta \varphi - \theta_0 F'(\varphi) - [\hat{\theta} - \varepsilon_0 |\sigma|] G'(\varphi). \]

\[ \dot{\uparrow} = \nabla \cdot \sigma + b, \]

\[ \dot{\varepsilon} = \lambda^{-1} \dot{\sigma} + \varepsilon_0 \frac{\sigma}{|\sigma|} \dot{G}(\varphi), \]

\[ \dot{e}_0(\theta) - \theta H(\theta - \theta_0) \dot{G}(\varphi) - \tau \dot{\varphi}^2 = \nabla \cdot (k(\theta) \nabla \theta) + r. \]
3.4. Cahn-Hilliard. Let us consider a mixture of two components $A$ and $B$, whose densities $\rho_A$ and $\rho_B$ we suppose constants (see [8]). We denote with $c$ the relative concentration of $A$ on $B$. If the density are such that $\rho_A = \rho_B$, the concentration $c \in [-1, 1]$.

Differential equations

\begin{align*}
\nabla \cdot \mathbf{v} &= 0 \quad (56) \\
\dot{\mathbf{v}} &= -\nabla p + \mu \nabla^2 \mathbf{v} - \gamma \nabla \cdot (\nabla c \otimes \nabla c) + \nabla \times \dot{G}(c) \nabla \times \mathbf{v} + \mathbf{f} \quad (57) \\
\dot{c} &= \nabla M(c) \nabla \mu \quad (58)
\end{align*}

where the chemical potential $\mu$ is defined by

$$
\mu = -\gamma \nabla^2 c + \theta_0 F'(c) + (\theta + \gamma (\nabla \times \mathbf{v})^2) G'(c)$$

(59)

while

$$M(c) = M_0 (1 - c^2)^2$$

(60)

Then, the Cahn Hilliard equation is given by

$$\dot{c} = \nabla M(c) \nabla (-\gamma \nabla^2 c + \theta_0 F'(c) + (\theta + \gamma (\nabla \times \mathbf{v})^2) G'(c))$$

Then by the heat balance we obtain the equation

$$\ddot{\psi} \dot{\theta} - \theta \dot{\psi} = -\nabla \cdot \mathbf{q} + \mathbf{r}$$

(61)

Second Law

$$\dot{\eta} \geq \frac{h}{\theta} + \frac{1}{\theta^2} \mathbf{q} \cdot \nabla \theta$$

(62)

where $\eta$ denotes the entropy.

Finally, the inequality (11) is satisfied if

$$\psi = \ddot{\psi}(\theta) + \theta_0 F(c) + \gamma \frac{(\nabla \theta)^2}{2} - \theta G(c)$$

$$\eta = a(\theta) - G(c)$$

$$\mathbf{q} = -k \nabla \theta$$

For the system (56)-(58), with the classical initial and boundary conditions, we can prove a maximum principle. Namely, the concentration $c$ is always inside the interval $[-1, 1]$. This theorem is crucial in order that the differential problem (56)-(58) describes a natural physical problem for a mixture of two components.
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